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ABSTRACT 

This project investigated several areas with the aim of improving performance and operational 

use of nano air vehicles (NAVs) by understanding fundamental operating principles and 

developing key technologies. The project developed plasma actuators for thrust and maneuvering 

control and examined flapping flight through the development of a high speed videogrammetry 

system and a gust/shear tunnel to replicate flow fields seen as the NAV scale. In the first portion 

of the research effort, we developed plasma actuators for use as control surfaces, stall mitigation 

devices and propulsive units for NAVs. Both of these concepts leverage the relevant low speed 

flow physics experienced at the NAV scale. A secondary objective of this project was to 

investigate the physics of low speed flow over various biologically inspired aerodynamic 

configurations, from both numerical and experimental perspectives, and use this information to 

develop novel yet practical concepts for NAVs. The primary focal points of biological 

inspiration for this project were the exploration of low speed aerodynamics - particularly 

separation phenomena - and the physical mechanisms used by nature to optimize performance in 

this flight regime, including the use of novel plasma actuators, aeroelastic behavior and its effect 

on gust response and alleviation, and the impact of unsteady motions (flapping) on the flow, 

especially for the reduction of drag and separation. This was related to the primary objectives of 

the proposal since plasma actuators are particularly useful as laminar separation control devices. 

This report is divided into 3 parts. Parts la and lb detail the investigations of jet vectoring plasma 

actuators and plasma micro-thrusters. Part II discusses flapping wing aerodynamics using high 

speed videogrammetry. Finally, Part III details the development of the gust/shear tunnel. 
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Part la 

Development of Jet Vectoring Plasma Actuators 



I.    Goals 

The goal of this portion of the project is to investigate the use of thrust vectoring flow 

control using plasma actuators for nano air vehicles. Aerodynamic flow control is vitally 

important, particularly at low Re and high angles of attack, where separation over airfoils 

causes a significant increase in drag and decrease in lift. Flow control may reduce separation, 

thus changes in lift and drag can be minimized while aerodynamic noise produced by the 

aircraft and the engines can also be reduced. Popular applications consist of laminar sepa- 

ration control with leading edge devices, dynamic stall or separation control of low-pressure 

turbine blades arising from operation at low Re. Similarly, for //avs and navs, the range of 

Re is very small and the relevant physics are hard to predict. Thus, flow control is important 

in terms of t he fact that it improves the aerodynamic performance and enhances the flight 

envelope of these vehicles. Most flow control is achieved by modifying the boundary layer 

with devices such as vortex generator jets, synthetic jets and plasma actuators, the latter to 

be addressed in detail herein. 

Plasma actuators are zero-net mass flux (ZNMF) devices that use atmospheric pressure 

electrical discharges, a class which includes corona discharges, dielectric barrier discharges 

(DBDs), glow discharges and arc discharges. Single DBD plasma actuators typically consist 

of an arrangement of two horizontally offset electrodes separated by dielectric material. 

Under input of a high voltage, high frequency AC or pulsed DC signal, a region of dielectric 

barrier discharge plasma is created in the interfacial air gap that generates a body force on 

the surrounding air. This results in the formation of a wall jet within the near wall boundary 

layer that can be used in applications such as separation control in low Re flows through 

the generation of near-wall momentum and turbulence.1 7 The geometric arrangement of 

the actuators determines the type of the jet while the induced body force or the intensity 

of the jet is dependent upon the input power, dielectric material, dielectric thickness, the 

separation distance between the electrodes and the electrode thickness. 

Plasma actuators have a wide range of use, all of which depend on the configuration of 

the actuator. For applications such as separation flow control, a single linear plasma actuator 

works well, but this configuration can be modified wherein the actuator has a significantly 

higher impact. Counter-flow actuators have been found to be more efficient in eliminating 

separation in certain cases, especially when used as leading edge devices to trip the flow. 

Nonlinear configurations that would suit the needs of a micro jet with two actuators in 

annular configuration and zero-net mass flux injection can also be considered.8'9 Similar to 

ol lur plasma actuators, each of the two actuators are driven by a high voltage, high frequency 

signal, keeping in mind that the two inner electrodes should be of the same voltage potential 

to prevent arcing between the two actuators. The actuators are arranged such that they act 
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in the same streamwise direction as one another, thus directing flow outward and producing 

a jet. 

To increase the effectiveness that plasma actuators can have on flow fields, various ad u- 

ator geometries that leverage the plasma induced jet is investigated, most notably synthetic 

jet like flows with vectoring capability. These configurations can be used to generate cross- 

stream vortices similar to pulsed vortex generator jets, shown in Fig. 1. Other potential uses 

of these actuators include a single actuator design that can be used for co-flow, counter-flow 

and the jet vectoring synthetic jet flow control just mentioned, which can also be used as flaps 

when placed along the trailing edge. Coupled with an intelligent flow monitoring system, 

these actuators would have the ability to modify their behavior to best suit the requirements 

for flow control and/or maneuvering, particularly well suited for aerodynamics flow control 

at the //AV/nAV scale. 

Jet 

vJ<    \s? Plasma 

mm,;m0'""'''"'"'"""mmfflm 
•I      T 

Embedded Electrode 

Exposed Electrodes 

Figure 1.   Jet vectoring plasma actuator. 

II.    Background 

A.     Previous Work 

Studies on flow control devices have primarily been focused on adding momentum to the 

boundary layer or using trips to initiate transition with leading edge devices. Thus in 

general, manipulation of the boundary layer has been the main objective for control. In 

order to achieve this, certain devices such as vortex generator jets (VGJs) or zero-net mass 

flux synthetic jets and plasma actuators in various configurations have been used. There 

are many parameters affecting the performance of plasma actuators, thus characteristics of 

these have been investigated in detail to get better results, while different configurations 

such as the plasma synthetic jet actuators and the thrust vectoring plasma actuators have 
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been considered. Only a small fraction of the vast amount of flow control device research is 

discussed here. 

Vortex generation is commonly used in the boundary layer to reattach flow and elimi- 

nate separation. Pulsed and steady vortex generator jets on a low pressure turbine blade 

cascade model were investigated by Mcquilling et al.w They conducted tests at i?e=30,000 

to /?e=300,000 and PIV measurements indicated that for the uncontrolled case, separation 

occurred between 63.4% and 67.6% of the suction side length regardless of the Re, turning 

angle and the free stream turbulence intensity. The use of steady and pulsed VGJs at 46% 

of the suction side length with a 50% duty cycle however, suppressed separation for almost 

every case. 

McQuilling and Jacob further studied pulsed vortex generator jets for separation control 

purposes.11 They placed this geometry on two low pressure turbine blades at different 

locations of the suction surface length, one close to the leading edge at 10.5% and the other 

near the trailing edge at 69%. Both steady and pulsed jets with varying duty cycles were 

investigated and the results indicate that for the 69% location, the VGJs had the most 

significant effect in eliminating separation. Steady operation controlled separation at all 

times while the 50%) and 10% duty cycles were also very effective. The 10.5% location near 

the leading edge, however, only eliminated separation at steady cases and was found to 

be ineffective for either duty cycles for pulsed blowing. It was also seen that the vortical 

interaction and diameter of the vorticies at the 69% location was larger than the ones a I 

10.5% location. 

Extensive research has been conducted on synthetic jets foe use as flow control devices 

(e.g. Glezer et al.12) Synthetic jets are zero-net momentum flux jets like the plasma driven 

micro thrusters in discussion that successively suck in and blow air out from a cavity in which 

an oscillating diaphragm is mounted. Although synthetic jets are like pulsed jets in terms 

of the fact that they are both produced by the advection and interaction of discrete vortical 

structures, they differ from them, being formed from the working fluid and transferring linear 

momentum without net mass injection across the flow boundary. The interaction between a 

synthetic jet and a cross flow was observed and flow control was achieved on scales that are 

one to two orders of magnitude larger than the characteristic length scale of the jet itself. 

Use of high actuation frequencies result in the decoupling of the aerodynamic forces from 

the frequency of the actuators. 

Smith and Glezer investigated the interaction between a primary conventional rectangular 

air jet and a high-aspect-ratio co-flowing synthetic jet using PIV measurements.13 It was 

seen that an entrainment region occurs, causing a low pressure region near the flow boundary 

and allowing the primary jet to deflect towards the synthetic jet. The volume flow rate of the 

conventional jet imparted into the synthetic jet and hence the vectoring force is dependent 
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upon the driving frequency and the amount of entrainment for a given synthetic jet strength, 

duty cycle and primary jet speed. Both the vectoring time and angle increase monotonically 

as the primary jet speed is decreased while the vectoring angle oscillates at the actuation 

frequency for stepped modulation. The velocity within the orifice is also increased with 

stepped modulation of the driving frequency A stagnation point in the interaction region 

between the jets was observed during the suction stroke and the stagnation streamlines 

divided the flow into four quadrants, including of the previously mentioned low pressure 

region. This region becomes time-independant when the actuation frequency is relatively 

higher than the characteristic jet interaction relaxation time. 

The control of separation on a half-cylindrical hump using a synthetic jet has been studied 

by Suzuki.14 Direct numerical simulation (DNS) was performed for compressible, unsteady 

and laminar flow over the hump and the vorticity flux balance at the wall and its centroid were 

considered. It was found that the periodic actuation reduces the rate of vorticity production, 

breaking large-scale vortices into smaller ones and also moves the centroid upstream, delaying 

separation. Thus, performance in terms of lift and drag coefficients, which can be expressed 

as functions of the vorticity production rate and centroid position, is greatly enhanced. 

Individually, the lift depends on the horizontal position of the vorticity centroid while the 

drag is dependent on both the vertical position and the rate of production of vorticity. 

The forcing frequency controls the the detachment point of the separation vortex, which is 

determined by the centroids of the vortices produced, found to be F+ = fac.t^/uoo ~ 1 f°r 

minimum drag where fart is the forcing frequency of the actuator, D is the chord length and 

Uoo is the freestream velocity. It was also concluded that the lift decreases monotonically 

with the frequency. The other parameter affecting the vorticity centroid was found to be the 

actuator position at which the clockwise vorticity is created. 

The plasma synthetic jet actuator (PSJA) configuration studied by Santhanakrishnan 

and .Jacob consists of an exposed annular electrode and a circular embedded electrode.15 

These differ from the rest of the research conducted on plasma flow control in that the 

actuator is not used inside the boundary layer but rather outside it. Results indicate that 

the induced normal jet is very similar to that of the synthetic jet and a maximum velocity of 1 

m/s can be obtained. It was also observed that the actuator decreased in effectiveness as the 

Re number was increased. Continued studies on plasma synthetic actuators, which are zero 

net mass flux devices consisting of annular electrode arrays, have been made for use on flow 

control and thrust generation.8'9 It was found that unlike synthetic jets, this configuration 

can be reversed to be used for suction. The actuator was mounted on a plate and pulsed with 

modulation frequencies of 1 Hz, 10 Hz & 100 Hz. It was found that pulsed actuation creates 

a starting vortex ahead of the induced jet while a secondary vortex ring is trapped, and a 

tertiary ring near the surface is observed as a result of entrainment in the boundary layer. 
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This starting vortex was seen to be important in determining the maximum velocity and 

streamwise extent of the jet. When the forcing frequency was varied, it was observed that 

multiple vortex rings were formed and the interaction of the primary vortex rings resulted 

in an increase of the peak velocity, a value of 0(1 m/s) at a frequency of 10 Hz found in 

previous research. The effect of a crossflow was also investigated where the jet penetrates 

into the mean flow, thereby acting like a conventional jet with reduced effectiveness on the 

flow and boundary layer characteristics as the mean velocity is increased. 

A number of thrust vectoring applications using plasma actuators were investigated re- 

cently by Porter et a/.,16 Benard et al.i7 and Bolitho and Jacob.18 The variation of spanwise 

force in a plasma actuator was observed by Porter et al.16 This was done by changing the 

shape of the embedded electrode so that the volume of the plasma created could be con- 

trolled, which in turn directly affects the body force produced. PIV measurements showed 

that steady jets with varying force along the actuator span could be generated by changing 

the width of the embedded electrode. Steady jet vectoring was also achieved wherein two 

linear actuators facing each other were used and their strengths were varied asymmetrically 

via changes in the applied voltage. Results showed that the jet can be controlled 180 degrees 

with small voltage variations. A similar study was made by Benard et al.17 They also used 

two opposite single DBD actuators to create two impacting wall jets that result in a wall 

normal jet of maximum velocity of 1.9 m/s. This configuration was then used to control 

separation at the leading edge of a NACA 0015 airfoil at a freestream of 15 m/s. Lift and 

drag force measurements showed that a significant increase in lift and a reduction in drag 

occured when the jet was normal to the wall or at a pitch angle of +18 degrees. Steady 

and unsteady vectoring of flow in a linear dielectric barrier discharge plasma synthetic jet 

actuator for a number of flow control applications were examined by Bolitho and Jacob.18 It 

was shown that the direction of the steady jet produced could be controlled by varying the 

strength of the continuous dielectric barrier discharge. Similar to the current study in this 

report, unsteady jet vectoring was also investigated wherein the duty cycle and the plasma 

frequency of the actuators was varied asymmetrically. The results obtained showed that the 

latter was more effective. It was also seen that the pulsing frequency controlled the type of 

jet produced; near wall jets, standing vortices, or wall normal jets were obtained. Further 

discussion can be found in Bolitho.19 

B.    Current Work 

Various actuator configurations are investigated in order to enhance the capability of the 

plasma induced jet for flow control applications. Specific emphasis is made on the linear 

plasma synthetic jet actuators for vectoring purposes and a parametric analysis is carried 

out to determine the capability best used in flow control and maneuvering applications. 
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III.    Experimental Setup 

The jet vectoring configuration, also referred to as the linear plasma synthetic jet actuator 

(linear PSJA), is similar to the linear case wherein a single embedded electrode is separated 

from two exposed electrodes on either side by the dielectric, shown previously in Fig. 1. For 

the experiments conducted with these vectoring actuators, alumina and teflon plates with 

respective thicknesses of 0.0635 cm and 0.16 cm were used as the dielectric materials. 

All tests with the jet vectoring actuators were conducted in a low speed wind tunnel. An 

input signal in the form of a square wave and frequency range of 5-9 kHz is generated by a 

program in Labview with a block diagram for two channels. The signals are then provided 

to the actuator by a data acquisition unit. A power input of about 5 V is connected to 

the actuators through two CMI 5012 transformers and a QSC R.MX 1450 amplifier with an 

amplification ratio of 1/60, which results in an output power of about 10 kV and 12 W. 

Current and voltage measurements for several cases were made with a NK Technologies 

AC current transducer and a North Star PVM-11 1000:1 high voltage probe, respectively. 

An oscilloscope was employed to obtain these readings and plot them, later to be used in 

power calculations. 

The induced velocity of the jet was measured with a PIV system with components in- 

cluding a monochrome Kodak Megaplus ES 1.0 CCD camera with a resolution of 1008 x 

1018 pixels and a double exposure capability to capture an image pair within a small pe- 

riod of time, a dual-head Nd:YAG laser from Big Sky Lasers with 45 mJ of output energy, 

wavelength of 532 ran, pulse width of 6 ns and beam diameter of 2.8 mm, a Quantum Com- 

poser timing box that controls and synchronizes the camera and laser heads, an oscilloscope 

to monitor timing of the laser pulses, a Turbofog fog generator to introduce particles into 

the flow field, optics for laser sheet generation, a computer with frame grabber hardware 

(PIXCI D) and software (XCAP) for image acquisition and finally, PIV processing software 

as discussed below. 

To acquire PIV measurements, the wind tunnel containing the actuator is seeded with 

smoke particles on the order of 1 micron in diameter. A 2-D light sheet of about 2 mm 

thickness is projected in the vertical plane through the center of the circular tube using the 

Nd:YAG laser. The set of optics consists of three lenses that create the laser sheet. The laser 

first goes through a converging lens, is focused, then passes from a diverging lens placed at 

the focal length of the first lens and becomes more concentrated. Finally, the last circular 

lens diffuses the beam and the 2-D laser sheet is formed. The timing control unit is used 

to pulse the lasers in synchronization with the CCD camera. The vertical field of view is 

approximately 4 to 6 cm with a resolution ranging from 97 pixels/cm to 269 pixels/cm. Epix 

frame grabbing hardware and software is used to acquire binary image pairs. For each run, 
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63 image pairs were captured at a rate of approximately 10 Hz with 50 microseconds of delay 

between the laser pulses and these images were processed using the algorithm given below. 

The velocity and vorticity fields obtained in post-processing were then averaged over the 

data set. 

The PIV algorithm utilizes the wall adaptive Lagrangian particle-tracking algorithm 

(WaLPT) developed by Sholl and Sava§.20 This algorithm treats the seeding as fluid par- 

ticles and determines their translations and deformations. Fluid parcels registered by CCD 

pixels are advected with individually estimated velocities and total accelerations. A stan- 

dard DPIV algorithm is employed to determine the initial velocity field, and the routines in 

WaLPT allow for highly accurate measurement of the velocities near surfaces by mirroring 

the flow about the wall using an image parity exchange routine.21 Velocity and vorticity 

are calculated as part of the PIV algorithm and scaled accordingly; vorticity is determined 

spectrally and does not suffer from typical numerical differentiation problems. 

For the streamwise measurements, the actuator was placed inside the 30.5 cm x 30.5 cm 

test section. The camera was mounted perpendicular to the laser sheet passing through the 

centerline of the tube exit cross section. For the cross flow measurements, however, a prism 

was placed just downstream of the actuator so that the CCD camera, the laser and optics 

could all be mounted outside the wind tunnel. The vertical field of view was about 10 cm 

with resolution values between 97 pix/cm and 269 pix/cm. 

IV.     Results 

Both average and transient velocity measurements for the jet vectoring plasma actuator 

shown in Fig. 1 were acquired with the PIV system. Experiments were conducted with 

varying parameters such as the duty cycle and wind tunnel speed to observe their effect 

on the induced flow field where the actuator acts as a vortex generator jet. No quiescent 

measurements were made and the duty cycle was the only input parameter varied throughout 

the tests. This is mainly due to the fact that changing the duty cycle has a greater sensitivity 

to the angle change and allows less power input. Extensive information on the parametric 

study for jet vectoring actuators in quiescent flow can be found in Bolitho.19 where steady 

vectoring was also considered. The volume and thus the strength of the plasma was varied 

by changing the driving frequency of the two sides with variations in the jet angle shown in 

Fig. 2. It can be seen that by decreasing the operating frequency of one side of the actuator 

away from its optimum, and holding the other side at a constant frequency, the angle of jet 

is changed. The relationship between the angle of the jet and the frequency differential, over 

the span studied, is approximately linear. The effect of varying the duty cycles is also shown 

in Fig. 3 where one can control the angle at which the jet is produced while decreasing the 
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input power. Fig. 3 shows the relationship between the approximate angle, measured from 

the normal to the wall, and the duty cycle of the second channel, while the first is held at 

50%. Near symmetric operation, there are large changes in the angle of jet produced with 

any change in duty cycle, but lowering the duty cycle beyond about 40% shows very little 

change in the angle of jet created. Further results are presented in this section. 

Flow visualization was employed to observe the detailed structure of the induced flow. 

A smokewire was placed at the entrance of the tunnel test section to seed the flow. The 

actuator in Fig. 4 is built on the alumina plates and pulsed at 250 Hz while the duty cycles 

are at 50% and 30% for the left and right channels, respectively. From the streamlines close 

to the actuator surface, it can be seen that similar to a linear actuator, the flow is being 

pulled in and pushed back out. However, even though it is not apparent in this figure, the 

streamlines are not straight, but tend to lean towards the left strip. This results from the 

fact that the left side is pulsed at a higher duty cycle of 50%, causing the plasma to bo 

stronger and to pull the flow to itself. The behavior of the flow after being directed inwards 

can also be seen clearly where the streamlines closer to the plate surface are directed in and 

out around the leading edge while the upper streamlines are directed inwards at a further 

downstream distance. This causes braiding of the streamlines and this corkscrew structure 

propagates downstream with time. 
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Figure 2.    Variation in angle of jet by decreasing the operating frequency of one side of the 
jet vectoring plasma actuator. 

For the first set of experiments, the jet vectoring actuator on the alumina plate was 

employed at constant plasma and modulation frequencies of 9000 Hz and 250 Hz, respectively, 

with a phase angle of 180 degrees between the two channels and tunnel speed of 1.28 ni/s. 
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Figure 3.   Variation of jet angle with duty cycle. 

Figure 4.   Smokewire flow visualization in freestream for the jet vectoring plasma actuator. 

The forcing frequency of 250 Hz was chosen regarding the fact that it is above the critical 

frequency required to produce a jet in quiescent flow.19 This is also verified by hotwire 

measurements obtained at different forcing frequencies, where it could be seen in Fig. 5(a) 

that the velocities for the 100 Hz case are significantly lower than the others. As the frequency 

is increased above the critical forcing frequency, the increase in the mean velocity is reduced 
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while the amount of deviation from the mean is larger due to the turbulent fluctuations, 

shown in Fig. 5(b). The duty cycles of the channels were varied to observe the effect on 

the flow field; one side was kept at a 50% DC while the other was varied from 0% to 50%. 

Then, the opposite case was observed where the initially constant duty cycle actuator was 

varied from 50% to 0% and the other was kept constant at 50%. Fig. 6 shows the absolute 

maximum vorticity values for each of these cases. It can be seen that for the cases of 0%/50% 

and 50%/0% duty cycles, which are simply linear actuators without vectoring, there is a 

significant amount of drop in the maximum vorticity. This could also be observed for the 

cases with a 40%, 30% and 20% DC for one side and 50% DC on the other. This is due to 

the fact that the plasma strengths on the two sides are not equal. For the first five vectoring 

cases, where the left side is kept at 50% DC, the vorticity values are significantly higher, 

implying that this side produces stronger plasma. The 50%/50% case should normally yield 

a lower vorticity if the plasma strengths were equal since both sides would tend to cancel 

each other out. This is seen in the 40%/50% case where the vorticity reaches a minimum, 

changes sign and starts to increase again, which is expected with increasing discrepancy 

between the duty cycles of the two channels. These values would be as high as the case with 

the left side at 50% DC but since there is an asymmetry, the vorticity is dominated by the 

left side and is kept, at lower values. 

Even though it is not investigated in the experiments here, the effect of the yaw angle on 

the vortex strength is also significant and should be mentioned.19 When there exists a yaw 

angle between the freestream and the actuators, the vortex from the boundary layer over 

the plate tends to increase the strength of the vortex produced by one side while decreasing 

the one created by the other side. This is illustrated in Fig. 7 where it could be seen that for 

the case with the yaw angle, UJZ adds to the cross stream component of the vortex created 

by the left side, ui\. 

The circulation distribution is plotted against the radius in Fig. 8 for all cases and it can 

be seen that the higher the strength of the vortex created is, the larger the circulation values 

are for that case. As expected, the circulation values start increasing at the outer radius of 

the vortex, reach a maximum at the center and start decreasing again. Note that after the 

40%/50% DC case where the vortex changes direction, the circulation values are negative. 

In order to observe and track the position of the vortices for these cases, a hodograph 

was used where the coordinates of the vortex centers were plotted relative to the actuator, 

shown in Fig. 9. Note that the 0%/50% and 50%/0% cases are on opposite sides of the 

actuator since they are positioned in the direction of the near wall jet that is induced with 

a linear actuator. The near wall jet also explains the fact that these two cases yield the 

smallest vertical distance from the actuator. As the right side is varied and the left side is 

kept at 50% DC, it could be seen on the right side of the figure that as a result of vectoring. 
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the jet and hence the vortex center starts moving away from the wall. The same phenomena 

occurs on the left, but after the 10%/50% case, as just mentioned, the asymmetry in plasma 

strengths causes a certain randomness in the position of the vortex centers. If it were not for 

the asymmetry, the hodograph would appear as shown in Fig. 10. Streamlines and vorticity 

contours obtained from the PIV measurements are also shown in Fig. 11. As mentioned 

previously, the motion of the vortex can be observed in going from the 50%/0% case to the 

0%/50% case; 180 degrees of vectoring from a near wall jet on the left side of the actuator 

to a near wall jet on the right side. The changes in the locations of the vortex is not as clear 

as in the hodograph since the range of the cross stream x-axis was varied to capture all of 

the vortex for each of the cases while the vertical position of the plate was also changed once 

during the experiments. The change in the sign of the the vorticity can also be observed in 

cases after the 40%/50% DC case in Fig. 11(g). This would be expected to be seen after 

the case where both channels are operated at 50% DC if the two sides were symmetric. For 

most of the cases with the right side kept at 50% DC, the asymmetry is very apparent where 

since the left side is stronger, the vortex resulting from actuation is visible along with the 

vortex of the right side rather than showing up as a single vortex on the right. 

(a) Velocity vs. time. (b) Velocity vs. forcing frequency. 

Figure 5.   Hotwire measurements for the jet vectoring actuator with both sides at 50% DC. 

A second set of tests were conducted to observe the evolution of the vortex structures 

that form upon actuation. The jet vectoring actuator was pulsed once more at the same 

parameters; plasma and modulation frequencies of 9000 Hz and 250 Hz, 180 degrees of phase 

angle and a tunnel speed of 1.28 m/s. PIV data was acquired along the streamwise direction, 

at 0%, 25% , 50% , 75% and 100% chord locations. Fig. 12 shows the case for both channels 

pulsed at 50% DC where Fig. 12(a) is the variation of the maximum vorticity values with 

chordwise position.   It is clear that the vortex is strongest around the mid-chord location 
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Figure 6.  Variation of absolute maximum vorticity with changing duty cycles in both channels. 
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Figure 7.   Effect of yaw angle on vortex strength. 

(mid-chord for this case) and weakest at the leading edge. The circulation variation with 

radius is also plotted in Fig. 13(a) where it can be seen that as going downstream, circulation 

is added continuously. Note that, however, the bulk of it is introduced around the mid-chord 

region, also seen in Fig. 13(b), where the strongest vortex is observed. This is because further 

downstream, the vortex generated by the actuator is subsumed in the boundary layer and is 

unable to add to the strength of the initial vortex advecting downstream and moving away 

from the plate. Thus, the increase in the circulation is limited after mid-chord and separate 

vortices will be formed as in Fig. 14, meaning that there is no need for a large streamwise 

length for these actuators. The hodograph in Fig. 12(b) illustrates the motion of the vortex 

along the chord. Looking back at Fig. 9, it can be seen that the 50%/50% case at mid-chord 

location yields a vortex to the left of the actuator, which is consistent with these locations 

to the left of the actuator. Note that this motion resembles that of the one previously seen 

in the flow visualizations in Fig. 4, resulting in the braiding of the streamlines as they move 

downstream.   Similar to the previous experiments, streamlines were plotted to show these 
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effects on the location of the vortex illustrated in the hodograph. Observe in Fig. 15 that 

the vortex is barely visible and low in strength at the leading edge, after which it starts to 

grow in size and becomes the largest at the trailing edge with the highest strength at the 

mid-chord location. As previously explained, the vortex starts moving away from the wall 

and the plasma actuator is incapable of increasing the strength of the detached vortex. The 

increasing size can also be observed in the flow visualizations with the growing boundary 

layer along the chord. 

Similarly, for the case with the left side held at 10% DC and the right at 50% DC the 

maximum vorticity variation and the vortex locations were plotted as seen in Fig. 16(a) and 

(b). Note that the peak value of the maximum vorticity occurs around mid-chord again (at 

the 25% chord location this time), with a similar circulation distribution in Fig. 17(a) to 

the previous case, again implying that the circulation is mainly added in these regions, also 

illustrated in Fig. 17(b) while the hodograph is very clear in terms of the braiding motion 

just explained for the previous case. Although not shown here, the 2-D plots of streamlines 

illustrate this motion and the growth of the vortex along the streamwise direction. Thus, for 

these tests in the streamwise direction, it can be said that the motion and evolution of the 

vortex along the chord is basically the same regardless of the duty cycle of the two channels. 

For the last set of runs, the jet vectoring actuator was placed in the chordwise direction 

on a NACA 0012 airfoil with a chord of 15.24 cm, span of 30.48 cm and an angle of attack 

of 10 degrees. Instead of the alumina, the teflon plate of 0.16 cm thickness was used as the 

dielectric in order to have the flexibility to embed the actuator on the wing. Streamwise 

PIV measurements were taken for two different tunnel speeds of 0.62 m/s and 1.28 m/s with 

the same forcing frequency of 250 Hz, phase angle of 180 degrees and plasma frequency of 

9000 Hz as in the previous tests. Fig. 18 illustrates the effect of the actuator on separation 

and stall control at the lower tunnel speed using reverse flow probability. The red color 

represents flow that is opposite the direction of freestream while the blue is flow in the 

freestream direction. The colors in between are the cases where some of the flow is upstream 

and the rest is downstream, yellow for example, means half of the velocity vectors are in the 

freestream direction while the other half is in the opposite direction. It can be seen that 

in Fig. 18(a) where the actuator is turned off, the separation region is very apparent while 

for any of the other three cases in Fig. 18(b), (c) and (d), the actuator acts as a vortex 

generator, energizes the boundary layer and suppresses separation. It could also be observed 

that the any of the two vectoring cases are more effective in controlling the separation than 

the linear case, while the 50%/50% DC case yields better control than the 30%/50% DC, 

resulting from the fact that the vortex in the previous case is stronger than the latter. For 

the higher speed of 1.28 m/s, however, it can be observed in Fig. 19 that the 0%/50% DC 

case is actually more efficient than the vectoring cases while the 50%/50% DC case still 
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yields better results than the 30%/50% DC case, which is also consistent with the maximum 

vorticity values in Fig. 6. The effectiveness of all the actuators decrease with increasing 

tunnel speed, although it is possible that the upstream motion observed in the RFP plots 

could be the vortex generated by the actuators mounted on the airfoil. Although it has not 

been done in this case, boundary layer profiles would be useful to verify whether there is 

separation or not for these higher speeds with the actuators on. 

V.    Conclusions 

Tests with the jet vectoring actuator show that the jet direction can be controlled 180 

degrees by changing the duty cycle of the channels with respect to one another. The maxi- 

mum vorticity values for the linear cases with 0%/50% and 50%/0% duty cycles are less than 

any vectoring case; with different duty cycles on each channel. As for these vectoring cases, 

the tests with a 40%, 30% and 20% DC for one side and 50% DC on the other yield low 

vorticity as well, resulting from the asymmetry of plasma strength on the two channels. Be- 

cause of this asymmetry, while the least amount of vorticity is expected for both channels at 

50% DC, this occurs for the 40%/50% case where the vorticity reaches a minimum, changes 

sign and starts to increase again with increasing discrepancy between the duty cycles of the 

two channels. This increase, however does not reach the values for the cases with the left 

side at 50%) DC since the weaker right side is the main contributor to the vorticity now. 

A hodograph with the coordinates of the vortices illustrates that their movement is in the 

direction of the vectoring. Streamwise PfV measurements show that there is a significant 

amount of growth in the vortex along the chord from the leading edge to the trailing edge 

while the location of the vortex centers via hodographs and velocity vectors illustrate the 

braiding motion along the chord. The maximum strength is observed at 50% chord for the 

case with both sides at 50% DC and at 25% chord for the left side at 10% DC and the right 

at 50%. The values do not vary drastically between the quarter-chord and mid-chord for 

each case though, meaning that the maximum strength is achieved around the mid-chord 

regions in general. As the radial circulation distributions illustrate, the circulation is mainly 

introduced in this region, and its continuous increase is less as the vortex is subsumed inside 

the boundary layer at further downstream distances. Regarding results above, it is evident 

that the jet vectoring actuator can be used for rapid change of the vortex sign, location and 

distribution, which is an improvement over a linear configuration for flow control. 

The jet vectoring actuator placed on the wing proves to be effective in controlling sepa- 

ration, where at the lower speed of 0.62 m/s, appreciable separation control is achieved for 

all three cases of 0%/50%. 30%/50% and 50%/50% duty cycle values for the left and right 

channels, respectively. However, pulsing the actuator with 50% DC on both sides yields the 
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best results since it generates the strongest vortex, followed by the 30%/50% and 0%/50% 

cases. This proves that the jet vectoring actuator is more efficient than a simple linear one. 

but at higher 1 unnel speeds the actuator decreases in efficiency and employing a linear actu- 

ator results in better flow control. Overall, though, it has been shown that the jet vectoring 

plasma actuator can be used as a vortex generator device to provide flow control. 
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Figure 11.   Streamlines and vorticity contours for the jet vectoring actuator with duty cycle 
discrepancy between the left and right channels. 
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Figure 12.   Variation of vortex strength and position with chord location for both channels at 
50% DC. 
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Figure 13.   Circulation variation with radius and chord location for both channels at 50% DC. 
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Figure 14.   Formation of separate vortices along the streamwise direction. 
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(a) x/c=0 (b) x/c=0.25 

E    3 

(c) x/c=0.5 (d) x/c=0.75 

E    3 

(e) x/c=l 

Figure 15.   Evolution of the vortex structure along the chord length for both channels at 50% 
DC. 
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(a) Absolute maximum vorticity vs. chord location. 
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(b) x vs. y-coordinates of vortex centers. 

Figure 16.    Variation of vortex strength and position with chord location for one channel at 
10% DC and the other at 50% DC. 
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(a) Circulation vs. radius. (b) Circulation vs. chord location. 

Figure 17.   Circulation variation with radius and chord location for one channel at 10% DC 
and the other at 50% DC. 
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(a) actuator ofT (b) 0%/50% DC 

(c) 30%/50% DC (d) 50%/50% DC 

Figure 18.    Reverse flow probability on the NACA 0012 airfoil with 0.62 m/s tunnel speed 
and a.o.a=10 degrees. 

(a) actuator off (b) 0%/50% DC 

(c) 30%/50% DC (d) 50%/50% DC 

Figure 19.    Reverse flow probability on the NACA 0012 airfoil with 1.28 m/s tunnel speed 
and a.o.a=10 degrees. 
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Development of Plasma Micro Thrusters 



I.    Goals 

This portion of the study examines the use of plasma actuators discussed in §la of the 

report for use as propulsion devices at the nAV scale. Plasma actuators have a wide range 

of use, all of which depend on the configuration of the actuator. For applications such as 

separation flow control, a single linear plasma actuator works well, hut this configuration 

can be modified to suit the needs of a micro thruster utilizing the two dimensional version of 

a micro jet with two actuators in annular configuration and zero-net mass flux injection.1'2 

Similar to other plasma actuators, each of the two actuators are driven by a high voltage, 

high frequency signal, keeping in mind that the two inner electrodes should be of the same 

voltage potential to prevent arcing between the two actuators. The actuators are arranged 

such that they act in the same streamwise direction as one another, thus directing flow 

outward and producing a jet. 

The use of plasma actuators in small thrusters for micro and nano aerial vehicles (//AVs 

and nAVs, respectively) is examined here. The range of Re is very small and the subsequent- 

aerodynamics are in a region of relatively unknown physics. Development of suitable propul- 

sion systems will involve the integration of a reliable power source with sufficient energy and 

power density to carry out a mission. The propulsion system must be capable; of demon- 

strating highly efficient conversion of stored energy to thrust to propel the vehicle in both 

hover and forward flight. Thus, highly efficient actuators are required for nano air vehicle 

designs. 

This paper consists of the extended use of plasma actuators in a thruster configuration 

to produce a micro jet. An annular plasma actuator wherein the external electrode takes 

the place of the conventional embedded electrode is used to drive an internal flow, as can be 

seen in Fig. ??. This results in a zero-net mass flux micro thruster with no moving parts. 

II.     Experimental Arrangement 

The plasma actuator configuration investigated here is used to produce a jet shown in Fig. 

2. Teflon tubes of various diameters and thicknesses were used with 1.27 cm thick copper 

tape to create these actuators. A schematic of this configuration can be seen in Fig. 1. A 

power supply with about 50 W and 30 V input is connected to the actuator through a series 

of transmitters and capacitors on a Minipuls2 Circuit Board by Electrofluid Systems. An 

input signal in the form of a square wave and frequency range of 5-30 kHz is generated by a 

program in Labview and provided to the actuator by a data acquisition unit. Fig. 2 shows 

the end view of the actuator and the plasma ring created on the interior during actuation. 
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(a) Side view (b) Front view 

Figure 1.   Front & side views of the plasma thruster. 

Figure 2.   End view of the plasma on the interior duct wall. 

The induced velocity of the jet was measured in a quiescent environment with a PIV 

system, shown in Fig. 3. Components include a monochrome Kodak Megaplus ES 1.0 CCU 

camera with a resolution of 1008 x 1018 pixels and a double exposure capability to capture 

an image pair within a small period of time, a dual-head Nd:YAG laser from Big Sky Lasers, 

a Quantum Composer timing box that controls and synchronizes the camera and laser heads, 

an oscilloscope to monitor timing of the laser pulses, a fog generator to introduce particles 

into the flow field, optics for laser sheet generation, a computer with frame grabber hardware 

(PIXCI D) and software (XCAP) for image acquisition and finally, PIV processing software 
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as discussed below. 
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Figure 3.   Schematic of PIV setup. 

Figure 4.   PIV setup. 

To acquire PIV measurements, a transparent box containing the actuator is seeded with 

smoke particles on the order of 1 micron in diameter. A 2-D light sheet is projected in 

the vertical plane through the center of the circular tube using the Nd:YAG laser as seen 

below in Fig. 4. The timing control unit is used to pulse the lasers in synchronization with 

the CCD camera. The vertical field of view is approximately 6.225 cm with a resolution 

ranging from 150 pixels/cm to about 175 pixels/cm. Epix frame grabbing hardware and 

software is used to acquire binary image pairs. For each run, 191 image pairs were captured 

at a rate of approximately 15 Hz and these images were processed using the algorithm given 

below. The velocity and vorticity fields obtained in post-processing were then averaged over 

the data set. The PIV algorithm utilizes the wall adaptive Lagrangian particle-tracking 

algorithm (WaLPT) developed by Sholl and Savas,.14 This algorithm treats the seeding as 

fluid particles and determines their translations and deformations. Fluid parcels registered 
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by CCD pixels are advected with individually estimated velocities and total accelerations. 

A standard DPIV algorithm is employed to determine the initial velocity field, and the 

routines in WaLPT allow for highly accurate measurement of the velocities near surfaces 

by mirroring the flow about the wall using an image parity exchange routine.15 Velocity 

and vorticity are calculated as part of the PIV algorithm and scaled accordingly; vorticity is 

determined spectrally and does not suffer from typical numerical differentiation problems. 

III.    Results &; Discussion 

The micro thruster capabilities of the plasma actuator configuration shown in Fig. 2 

were investigated by varying several important parameters in the tests: the inner diameter, 

forcing frequency and the duty cycle. The thrust obtained is dependent upon the area of 

the jet, density of the air and the square of the velocity. Thus, the velocity induced by 

the actuator was measured by PIV in order to get transient & averaged results. Laser flow 

visualization was also utilized to observe detailed flow structure. In Fig. 5(a), multiple vortex 

rings immediately after pulsed actuation can be seen. During this pulsed plasma actuation, 

the vortex rings evolve into a turbulent jet as in Fig. 5(b) and (c). 

The first set of runs were carried out using three cylindrical tubes of d,=0.635 cm, 

dj=1.016 cm and d;=1.27 cm inner diameters having the same length of £=5.08 cm and 

t=0.127 cm thickness. This thruster configuration was tested for 50% DC at plasma wave- 

form frequencies of 5000 Hz and different modulation frequencies of 1 Hz, 2 Hz, 5 Hz, 10 

Hz, 100 Hz and 500 Hz for a single diameter. The same procedure was repeated for the 

other two thrusters with all other parameters identical. One other set of runs consisted of 

varying only the duty cycle to observe its effect on the velocities induced. All three tubes 

of different diameters were tested for DC values of 100%, 90%, 50% and 10% for several 

cases of constant forcing frequency. The data obtained for the induced velocity was used to 

calculate the thrust for these tubes. Then, the thrust, maximum velocity and mean velocity 

were plotted against the forcing frequencies for 50% and 10% duty cycles. Three larger lubes 

of diameters <i,=1.524 cm, d,=2.159 cm and dj=3.048 cm were included in the analysis of 

the velocity profiles so that the influence of the (i/dj) ratio could be observed more clearly. 

Note that even though the length of these tubes are the same, the thickness varies for the 

largest three. 

Downstream variation of the maximum and mean velocities for steady runs and different 

diameters is shown in Fig. 6. The effect of pulsing with different forcing frequencies on 

these velocities can be seen in Fig.freq. Note that the curves for different diameters are 

offset for clarity. The velocities increase, reach their peak value, then decrease for all three 

tubes. However, it is observed that the maximum velocity changes in the range of 50 cm/s 
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(a) Vortex rings following pulsed actuation 

(b) Formation of the turbulent jet as vortex rings 
evolve 

Figure 5.    Qualitative flow visualization of the flow structure using laser sheet illuminated 
smoke particles. 

and 120 cm/s for the 1.27 cm diameter tube for all frequencies whereas for the 1.016 cm 

diameter tube, the limits of the range have decreased; they are between about 15 cm/s and 

45 cm/s. What is interesting to note is that the maximum velocity distribution of the 0.635 

cm diameter tube differs significantly from the other two. The values are in the range of 20 

cm/s and 100 cm/s and are much higher than that of the 1.016 cm diameter. The average 
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velocity distribution for all three tubes follow the same trend but the limits are the highest 

for the 1.27 cm, 0.635 cm and 1.016 cm diameter tube respectively. 

200 

150 - 

100 - 

x [cm) 

Figure 6.    Maximum &: mean velocities for tubes of inner diameter 1.27 cm, 1.016 cm and 
0.635 cm with 100% DC. 

Fig. 8 reveals the effect of changing the duty cycle on the maximum and mean velocity. 

It is clear that increasing the duty cycle results in higher velocities. In Fig. 8(a) and (b), it 

can be seen that all plots are similar. This suggests that the distribution of the velocities are 

dependent upon the (l/di) ratio. A considerable increase in the maximum velocity for the 

50% DC case can be observed. It can then be said that the effect of the forcing frequency is 

reduced at higher duty cycles. Fig. 8(c) presents the effect of 10% DC, the resulting velocities 

are very low relative to the 50% and steady cases. It could also be seen from Fig. 8(d) that 

the values of both the maximum and the average velocities increase for the 1.27 cm diameter 

tube. 

Comparisons for the thrust, maximum velocity and mean velocity distributions for the 

three diameters at 50% DC can be observed in Fig. 9. The 1.27 cm diameter tube provides 

the largest thrust; a peak value of 1.174 mg at 100 Hz. The maximum thrust value for the 

1.016 cm diameter tube is 0.284 mg at 5 Hz, while for the smallest diameter of 0.635 cm, 

this value goes down to 0.00977 mg at 100 Hz.  It can be seen that there is a considerable 
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Figure 7.    Maximum &: mean velocities for tubes of inner diameter 1.27 cm,  1.016 cm and 
0.635 cm. 
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(c) d; = 1.016 cm; fp=5 Hz (d) rf, = 1.27 cm; fp=5 Hz 

Figure 8.   Effect of DC on the maximum & mean velocity distribution. 

amount of drop in the thrust as the (i/di) ratio increases. This is not the case for the 

velocity distributions though, as the maximum velocity for the 0.635 cm diameter tube is 

greater than that of the 1.016 cm diameter tube; having values of 98.66 cm/s and 62.92 

cm/s respectively. The average velocities of these two diameters are very close, which can 

be explained by the fact that the smaller diameter has a "peakier" velocity profile while the 

larger diameter tube has a broader profile. 

Fig. 10, 11 and 12 consist of these distributions at 50% DC for each diameter separately. 

For the 0.635 cm diameter tube in Fig. 10, the peak values of thrust, maximum and mean 

velocity occur at 100 Hz; 0.00977 mg, 98.66 cm/s and 15.77 cm/s respectively. Even though 

the maximum values occur at the same point, the distribution of the thrust, maximum and 

mean velocity with the frequency differs. Similarly, the values obtained for the 1.016 cm 

diameter tube are as in Fig. 11 with 0.284 mg of maximum thrust and 16.76 cm/s of peak 
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(a) Thrust vs. forcing freq. 

V 

(b) Max velocity vs forcing freq. 

t. 

(c) Avg. velocity vs. forcing freq. 

Figure 9.    Thrust, maximum velocity and mean velocity distribution with forcing frequency 
at 50% DC. 

average velocity at 5 Hz, whereas the peak for maximum velocity is 62.92 cm/s at 10 Hz. 

Fig. 12 reveals the 1.27 cm diameter tube and its distribution for the thrust, maximum and 

mean velocities. The peak values are found to be 1.174 mg, 115.12 cm/s and 54.48 cm/s 

respectively at 100 Hz. 

The velocity profiles for all six tubes were plotted for different downstream values and 

compared to one another to see the effect of the (£/di) ratio. For tests conducted at a 

forcing frequency of 5 Hz and 100% DC, it can be seen that the effect of the inner diameter 

is significant. In the first three cases, Fig. 13(a), (b) and (c), where the diameters are smaller, 

the profile is nearly parabolic with the maximum velocities occurring near the centerline. 

As the diameter is increased, high velocities are observed in the near wall regions and the 

centerline velocities are reduced, although they are still considerably large. These profiles at. 

Fig. 13(d) occur at downstream locations close to the actuator; the flow starts to develop 

at further downstream locations. For the last case in Fig. 13(e) and (f), the velocities are 

highest near the walls, leaving the centerline velocity very low throughout the flow field. 

Note that for the largest diameter examined, a recirculation region with negative velocity is 

seen at the center of the tube.16 

Velocity contours and streamlines obtained via PIV detail the difference in the flow field 

for decreasing the length-to-diameter (l/di) ratio from the tube of 1.27 cm inner diameter 
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(a) Thrust vs. forcing freq. (b) Max velocity vs forcing freq. 

(c) Avg. velocity vs. forcing freq. 

Figure 10.   Thrust, maximum velocity and mean velocity distribution for d,=0.635 cm. 

to the largest 3.048 cm diameter tube, shown in Fig. 14. The formation of the vortex ring 

during the initial jet stage and the evolution of the trailing jet for a given inner diameter can 

also be observed, shown in Fig. 15. To investigate how the jet is formed near the plasma, 2D 

models of the thrust configuration were generated using parallel plates since the teflon tubes 

are not transparent. While the ranges of values for aspect ratio are expected to be different 

between the 2D and axisymmetric cases, the formation of the basic structure is expected 

to be similar. Fig. 16 shows the results for 3 different plate gap widths (aspect ratios). In 

each case, one can easily see that the duct jet is formed by the characteristic plasma wall 

jet. For small distances between the plates (Fig. 16a correlating to high aspect ratio), the 

jets nearly interact directly with one another, even creating a small region of reverse flow 

immediately downstream of the wall jets. However, the main flow quickly develops into a 

parabolic profile. As the channel width increases, the jets become distinct from one another 

(Fig. 16b), resulting in a flow field similar to an annular jet. As the duct length increases, 

the flow field's double hump profile transitions to a single peak. At high channel widths 

(Fig. 16c), the wall jets become essentially independent and a reverse flow region forms in 

the interior region between the two. 
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Figure 11.   Thrust, maximum velocity and mean velocity distribution for <7, = 1.016 cm. 

IV.    Conclusions 

Regarding initial tests, it could be concluded that the plasma actuator configuration 

investigated here can be used as a micro thruster. The results indicate that there should 

be optimum values to the varied parameters to obtain the most evenly distributed velocity 

profile and the maximum thrust. Of the three tubes of different £/d, ratios, it is observed that 

the tube with the largest diameter of di—1.27 cm induces the highest velocities although the 

0.635 cm diameter tube does have greater maximum velocities then the 1.016 cm diameter 

tube. The average velocity distribution for these tubes are also very similar which shows 

that the flat profile of the smaller tube and the broader profile of the larger tube yield close 

average velocities. The thrust is the maximum for the 1.27 cm diameter tube and decreases 

with decreasing diameter, unlike the velocity. The effect of the duty cycle was investigated 

for each tube at different modulation frequencies. It was found that the velocities do increase 

with the duty cycle, but it was also seen that this effect decreases with increasing frequency. 

Peak values for thrust, maximum and average velocities all occur at different frequencies for 

each different diameter tube. For the 1.016 cm diameter tube, it was also observed that 

the peak for the maximum velocity occurs at a different forcing frequency than that of the 

thrust and average velocity raising a question to be answered with future work. The velocity 

Part lb    Page 11 



(a) Thrust vs. forcing freq. (h) Max velocity vs forcing freq. 

(c) Avg. velocity vs. forcing freq. 

Figure 12.   Thrust, maximum velocity and mean velocity distribution for f/, = 1.27 cm. 

profiles for all six tubes of different diameters for a constant frequency and DC demonstrate 

the influence of the (l/di) effect clearly, shown in Fig. 17. The profiles are nearly parabolic 

for the smaller diameter cases; the maximum velocities occur near the centerline. As the 

diameter increases, the centerline velocities are reduced and higher velocities can be seen 

in the near wall regions. For the largest diameters, the near wall velocities are the largest 

leaving very low centerline velocities in the flow field. 
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Figure 13.   Velocity profiles at various downstream x-locations with 100% DC. 
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(a) d„, = 1.27 cm (b) rfln=3.048 cm 

Figure 14.   Streamlines for tubes of 1.27 cm and 3.048 cm inner diameters. 

(b) t=50.632 s (c) 1=51.179 s 

Figure 15.   Formation and advection of vortex ring for the 1.27 inner diameter tube. 

Part lb     Page 14 



(a) High aspect ratio. 

(b) Moderate aspect ratio. 

(c) Low aspect ratio. 

Figure 16.   Interior view of the jet formation using a 2D experimental model. 
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Figure 17.   Effect of length-to-diameter ratio on the velocity profiles. 

Part lb    Page 16 



References 

'Santhanakrishnan, A. and Jacob, J. D., Flow Control with Plasma Synthetic Jet Actuators, J. Phys. 

D: Appl. Phys., Vol. 40, 2007. 
2Santhanakrishnan, A. and Jacob, J. D., "On Plasma Synthetic Jet Actuators," A1AA Paper 200G-0317, 

44th AIAA Aerospace Sciences Meeting and Exhibit, Reno, NV, Jan. 2006. 
3Enloe, C. L., McLaughlin, T. E., VanDyken, R. D., Kachner, K. D., Jumper, E. J. and Corke, T. C, 

"Mechanisms and Responses of a Single Dielectric Barrier Discharge Plasma Actuator: Plasma Morphology," 

AIAA Journal, Vol. 42, No. 3, 2004, pp. 589-594. 
4Enloe, C. L., McLaughlin, T. E., VanDyken, R. D., Kachner, K. D., Jumper, E. J., Corke, T. C, Post, 

M. and Haddad, O., "Mechanisms and Responses of a Single Dielectric Barrier Discharge Plasma Actuator: 

Geometric Effects," AIAA Journal, Vol. 42, No. 3, 2004, pp. 595-604. 
5Labergue, A., Leger, L., Moreau, E. and Touchard, G., "Effect of a Plasma Actuator on an Airflow 

Along an Inclined Wall: P.l.V. and Wall Pressure Measurements," Journal of Electrostatics, Vol. 63, 2005, 

pp. 961-967. 
6Roth, J. R., Sherman, D. M. and Wilkinson, S. P., "Boundary Layer Flow Control with a One Atmo- 

sphere Uniform Glow Discharge surface Plasma," AIAA Paper 1998-0328, 36th AIAA Aerospace Sciences 

Meeting and Exhibit, Reno, NV, Jan. 1998. 
7Corke, T. C, Maltis, E., "Phase Plasma Arrays for Unsteady Flow Control," AIAA Paper 2000-2320, 

Fluids 2000, Denver, CO, June 2000. 
8Porter, C. O., Baughn, J. W., McLaughlin, T. E., Enloe, C. L. and Font, G. I., "Temporal Force Mea- 

surements on an Aerodynamic Plasma Actuators," AIAA Paper 2006-104, 44th AIAA Aerospace Sciences 

Meeting and Exhibit, Reno, NV, Jan. 2006. 
9Lopera, J., Ng, T.T., Patel, M.P., Vasudevan S. and Corke, T.C., "Aerodynamic Control of 1303 UAV 

Using Windward Surface Plasma Actuators on a Separation Ramp," AIAA Paper 2007-636, 45th AIAA 

Aerospace Sciences Meeting and Exhibit, Reno, NV, Jan. 2007. 
10Likhanskii, A.V., Sheneider, M.N., Macheret, S.O. and Miles, R.B., "Optimization of Dielectric Barrier 

Discharge Plasma Actuators Driven By Repetitive Nanosecond Pulses," AIAA Paper 2007-633, 45th AIAA 

Aerospace Sciences Meeting and Exhibit, Reno, NV, Jan. 2007. 

"Abe, T., Takizawa, Y., Sato, S. and Kimura, N., "A Parametric Experimental Study for Momentum 

Transfer By Plasma Actuator," AIAA Paper 2007-187, 45th AIAA Aerospace Sciences Meeting and Exhibit, 

Reno, NV, Jan. 2006. 
12Bolzon, G., Zovatto, L. and Pedrizetti, G., "Birth of Three-dimensionality in a Pulsed Jet Through a 

Circular Orifice," Journal of Fluid Mechanics, Vol. 493, 2003, pp. 209-218. 
13Glezer, A. and Amitay, M., "Synthetic Jets," Annual Reviews Fluid Mechanics, Vol. 34, 2002, pp. 

503-529. 
14Sholl. M. and Savas,, O., "A Fast Lagrangian P1V Method for Study of General High-Gradient Flows." 

AIAA Paper 1997-0493, 35th AIAA Aerospace Sciences Meeting, Reno, NV, Jan. 1997. 
15Tsuei. L. and Sava§, 0. "Treatment of Interfaces in Particle Image Velocimetry." Experiments in Fluids, 

29, pp. 203 214, 2000. 
16Harlan, J. and Smith, D., "An Experimental Study of an Annular Jet with Zero Blockage Ratio," 

60th Annual Meeting of the American Physical Society Divison of Fluid Dynamics, Salt Lake City, Utah, 

November 20, 2007 

Part lb - Page 17 



Part II 

High Speed Videogrammetry of Flapping Wings 



I.     Goals 

The goal of this portion of the work is to investigate flapping wing flight and develop 

facilities and tools to study flexible flapping wing flight at the NAV scale, such as the com- 

pliant membrane wings of bats and flying squirrels. The complex fluid-structure interactions 

present in this type of natural flight provides an interesting problem for scientific study. This 

portion focuses on this area of natural flight and how to apply it to a man made NAVs. 

II.    Previous Work 

Some of the earliest work performed in developing a flexible flapping wing MAV was done 

by Jones et al.1 This study showed that the highest thrust created by the flexible flapping 

wing was at zero flight velocity. When properly designed and set up, this allowed the vehicle 

to hover. The amount of thrust created could only overcome the vehicle's drag profile at 

low flight speeds. They also showed that aeroelastic feathering led to more efficient flapping 

flight with a significantly larger thrust output. Work has also recently been done studying 

the effect of flexible airfoils in both fixed and flapping wing flight. Tamai et al. designed a 

fixed wing system with a flexible latex skin.2 This system was tested at Reynolds numbers of 

70,000. The flexibility of the wing was changed by varying the number of ribs used. PIV tests 

were then run at several angles of attack and compared with each other. The experiments 

showed that the flexible wings changed their shape to adapt to the changing airflow. At 

higher angles of attack, the wings deflected more in order to keep the flow attached longer. 

A higher L/D was seen for the more flexible wings. 

Song and Breuer investigate the effects of aspect ratio and membrane tension of a fixed 

flexible membrane wing, using latex as well.3 Using PIV and high speed stereogrammetry, 

they studied the effects of wing deflection on the flow field. It was shown that the wing 

actively changes camber based on Reynolds number and angle of attack. The aspect ratio 

also changed how the wing deflected along its span. 01 et al. performed a study of aeroelastic 

tailoring of highly flexible wings in flapping flight. The goal of this study was to develop 

an aeroelastically tailored wing allowing a man-made flapping wing MAV to hover. The 

study involved several flexible membrane wings with leading edge and diagonal spars. Each 

set of wings had the same basic layout with an aspect ratio of 2. However, the wings were 

made different sizes, to determine the effect of span on thin membrane aerodynamics. They 

discovered that the added degrees of freedom presented by the highly flexible wings can act 

like a spring when the wings change direction. This can add extra energy to the flow and 

produce a more useful aerodynamic performance. 

Since Ellington's6 research showed that quasi-steady analysis underpredicts the forces 
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generated in flapping flight, a large push has been made to understand the effects of unsteady 

aerodynamics on flapping wings. A breakdown of much of the research being done to study 

unsteady aerodynamic effects in flapping wing flight is presented by Viicru et al.5 This 

paper presents an overview of the work currently being done in the area of low reynolds 

number aerodynamics, particularly in the fields of flexible fixed wing aerodynamics and 

unsteady studies in flapping wing aerodynamics. One of the main measures of the degree of 

unsteadiness in flapping flight is the Strouhal number, defined in Eq. 1 below. In this equation 

w is the flapping frequency, L is the mean wing chord, and U is the forward flight velocity. 

The effect of Strouhal number on thrust creation in flapping wing MAVs was investigated 

by Aditya et al.7 This work studied at which Strouhal numbers the peak propulsive force 

occured for various configurations. It showed that the peak forces occur in a Strouhal number 

range from 0.1 - 0.4. The results also show a correlation between Strouhal number and flight 

velocity. At higher flight speeds, a lower Strouhal number provides optimum thrust, while at 

lower flight speeds, a higher Strouhal number is needed. This shows that more unsteadiness 

is utilized to maintain flight at lower speeds. 

Videogrammetry has been shown to be an effective means of measuring deflections in 

thin membrane structures. Leifer et al. show that a membrane under a 1 Hz oscillation 

with an amplitude of 1.5 mm can successfully be modeled using high speed videogramme- 

try.8 Black et al. discuss a means of studying gossamer sails used in space application 

using videogrammetry.9 This is important because the low mass and high flexibility of the 

structures doesnt allow instrumentation to be mounted on them. In instances such as this, 

videogrammetry provides an excellent means of studying the motion of the object without 

changing it. One of the most relevant applications of this technology to the area of flapping 

wing aerodynamics is being developed by Tian et al. at Brown.10 This group has developed 

a high speed videogrammetry system to study live bats flying in a wind tunnel. This allows 

a study of natural thin-membrane flight in various flight modes. This study reveals that the 

slower that a bat is flying, the more complex the flapping pattern becomes. 

III.    Experimental Setup 

A.     Equipment 

The ornithopter is a Flytech design based on a dragonfly. It has two upper wings and two 

lower wings mounted coincident with each other when viewed from above. In this experiment, 

however, only the upper wings are used. Only the frame and flapping mechanism from the 
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original system were used. In the unmodified off-the-shelf design, the ornithopter's flapping 

propulsion system was controlled via a RC controller with a throttle. The original motor was 

replaced with a more powerful model in order to increase the maximum flapping frequency 

that the system could realize. This new motor was relocated to the middle gear of the 

gearing system from the top gear in order to increase the maximum frequency as well. In 

order to gain a higher level of control, this motor was connected to a DC power source. The 

final alteration to the system was stiffening the frame of the mechanism with a .02 inch steel 

sheet in an effort to minimize inertial forces from non-wing movements. The final flapping 

device can be seen in Fig. 1 below. 

Figure 1.   Flapping mechanism. 

To test the effects of wings flexibility in flapping wing flight, ten sets of wings of varying 

flexibility were developed. The wings have a semispan of 73 mm and a chord of 30 mm. The 

wings have a rigid leading edge with a flexible membrane attached to form the rest of the 

wing. The stiffening spars are made of .03 inch diameter carbon rods and the membrane is 

2 mil polyethylene. Five basic wing skeletal designs were developed, and then constructed 

using two different methods. In the first method the wing stiffening spars were all attached 

only to the flexible membrane and allowed to move independently of each other. In the 

second design method, the stiffening spars were arranged in the same locations on the wing 

but were attached to each other, causing the wing to be slightly stiffer. The five wing 

designs as well as the numbering system that they will be referred to with can be seen in 

Fig. 2 below. To facilitate the videogrammetry measurements, the wings were marked with 

a grid of fiducial markers. The planform view of this can be seen in Fig. 3 below. The masses 

of each wing semispan can be seen below in Table 1 within ± 0.005 g. 

A KineOptics Wind Tunnel Balance (WTB) 2.0 was used to measure lift and drag. This 

balance equips two Sensotec Model 11 250 gram load cells. The ends of each of the directional 
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Configuration 
Number Pianform View 

1 

2 ^^^^^ 

3 

4 ^^^^ 

5 

Figure 2.   Wing configurations and numbering system. 

11 mm 

4 mm] 

30 mm 

Root 

8 mm 3 mm 

I 8 mm 

73 mm Tip 

Figure 3.   Wing fiducial marking system. 

units has a flexure which is designed to transfer the loads to the load cells. Special magnetic 

rods are attached to the flexures at one end and the load cells at the other. These rods are 

designed to separate from the load cell to prevent an overload. Fig. 4 shows a side veiw of the 

balance system. The signal from the load cells was then run through a difference amplifier 

and the ouput to LabVIEW. LabVIEW data was recorded at a sample rate of 5000 Hz. Data 

analysis was handled primarily in Matlab and Excel. Two MotionPro X high speed cameras 

were used to record the wings. The cameras recorded at a frame rate of 1000 Hz. and a 

resolution of 1280x1024. The cameras were synched to the data via a trigger signal sent out 

by LabVIEW. Four 750 Watt bulbs provided light for the experiments. 

B.    Quiescent Flow Testing 

Initial tests were performed in a quiescent flow environment. Experiments were run with 

each of the ten wing sets at five different flapping frequencies at a fixed angle of attack of 14 

degrees. The target flapping frequencies were 20, 30, 35, 40, and 45 Hz. An aluminum frame 

was constructed in order to allow for the easy relocation of the cameras to various vantage 

points for the videogrammetry analysis. A model of the setup can be seen in Fig. 5 below. 
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Table 1.   Wing mass breakdown. 

Configuration No. Wing Set 1 Mass (g) Wing Set 2 Mass (g) 

1 .325 .390 

2 .495 .490 

3 .395 .450 

4 .425 .585 

5 .525 .505 

if^TjY^? 

LIFT AXIS 

Figure 4.   Force Balance Side View. 

C.     Wind Tunnel Testing 

Throe of the wing configurations from the quiescent flow tests were then chosen to be tested 

in a shear/gust tunnel developed in the lab specifically for the testing of MAVs.11 The tunnel 

consists of a bank of miniature computer cooling fans assembled in a 10x11 grid. The fans 

are controlled by a DC voltage input and are set up for multiple rows to be controlled by a 

single voltage input. The setup allows for banks of 3, 2, 2, and 3 rows to be independently 

controlled, creating a wind shear. This is shown in Fig. 6a. The fans have 3 1/8 inch diameter 

blades with 42 CFM a nominal voltage. For these tests, all of the fans are set to 5V, which 

corresponds to a tunnel velocity of 5.2 m/s. The setup in the tunnel can be seen in Fig. 6b. 
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Figure 5.   Quiescent flow setup. 

Gust Tunnel Circuit Diagram 
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(a) Fan bank control grid. (b) Model in wind tunnel. 

Figure 6.   MAV gust/shear tunnel. 

IV.    Results 

To determine which input voltages to use in order to get the desired frequencies, the device 

was run unloaded over a range of input voltages. The final input voltages and corresponding 

unloaded flapping frequencies can be seen in Table 2. The test matrix can be seen in Table 3. 
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This same numbering system was used for both wing configurations for case of comparison. 

Table 2.   Input voltage v. flapping frequency. 

Input Voltage (V) Flapping Frequency (Hz) 
5.0 19.23 
7.5 29.41 
9.0 34.48 
10.0 40.00 
11.5 45.45 

A.    Quiescent Flow Tests 

Each of the ten wing sets was tested at five different flapping frequencies. The target fre- 

quencies from an unloaded analysis were listed in Table 3 earlier. An analysis of the loaded 

frequencies revealed that the actual frequency realized by the system is always slightly lower 

than the target. The actual frequency remains linear and predictable for each wing config- 

uration. Configurations 1 and 2 are the most heavily affected. This can be seen in Fig. 7 

below. The chart shows the target frequency on the x-axis and the actual frequency on the 

y-axis. 
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Config 5 
Baseline 

20 30 
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40 
—i 

50 

Figure 7.   Comparison of target and achieved frequencies. 

After the tests were run, the data was analyzed in several different ways. The first was to 

run it through a an FFT algorithm in MATLAB. This program outputs a power spectrum 
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Table 3.   Test matrix. 

Run Num. Configuration Num. Flapping Frequency (Hz) 

1 19.23 

2 29.41 

3a 34.48 

3b 40.00 

3 45.45 

4 2 19.23 

5 2 29.41 

6a 2 34.48 

6b 2 40.00 

6 2 45.45 
7 3 19.23 

8 3 29.41 

9a 3 34.48 

9b 3 40.00 

9 3 45.45 

10 4 19.23 

11 4 29.41 

12a 4 34.48 
12b 4 40.00 

12 4 45.45 

13 5 19.23 

14 5 29.41 

15a 5 34.48 

15b 5 40.00 

15 5 45.45 
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graph which allows an analysis of the dominant frequencies that appear in both the lift and 

thrust forces. The frequencies that come out of this analysis are almost always either the 

flapping frequency or some whole number multiple of it. This analysis allows a study of how 

the wing flexibility affects the aerodynamic forces created during the flapping motion. The 

next test was to find the average period. This was accomplished using an Excel VBA code. 

The high speed video of each run was analyzed to find the beginning and end time of the 

first period. This is input into the Excel code. The first 25 periods are then plotted and 

compared with each other to make sure that they align properly. The average period of lift 

and thrust is taken from this analysis. A convergence plot is also checked at this point to 

make sure that the average data has converged or if more periods are required. An example 

of the power spectrum is shown below in Fig. 8. Notice that the flapping frequency of f 7.025 

Hz appears as the dominant frequency, and that there is a small peak at each multiple of 

that number until the fifth and sixth multiples. These higher frequencies are being excited 

by the flapping motion. An example of the convergence check is shown in Fig. 9 below. 

Notice that in this case, convergence is achieved in 15 periods. Finally, an example of the 

period alignment check is shown in Fig. 10 below. Notice that the periods remain in line 

with only small variations in time. Also, the higher frequencies that appeared on the FFT 

analysis are viewable in this average period. All of the above examples are from Run 7 of 

the second, more stiff, wing set. 
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Figure 8.   Sample power spectrum. 

After the average period is calculated, the time averaged force over the average period 

is calculated. From this, the nondimensionalized lift and thrust are calculated using Eq. 2. 

Since this is a static test, the velocity is replaced with inc..  The final analysis is removing 
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Figure 9.   Sample convergence plot. 

006 

Figure 10.   Sample average period check. 

the inertial force data from the total force data, leaving only aerodynamic forces. The best 

way to accomplish this is by using a vacuum chamber to measure the inertial force and 

subtracting it from the total force. However, without a vacuum chamber to use, the best 

way is to use Eq. 3. This analysis can only be performed in the lift direction, since the wings 

are moving in a purely up and down motion. A typical comparison of measured force and 

aerodynamic force is shown below in Fig. 11. 

Ci 
2L 

p(uc)2S 
(2) 

L = Frr md[GsinG + 02ras(B)] (3) 
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Figure 11.   Measured lift v. aerodynamic lift. 

After the time averaged lift and thrust coefficients were calculated, they were plotted 

against each other for comparison. The lift coefficients for wing set one are shown below in 

Fig. 12a and the thrust coefficients are shown in Fig. ??b. The lift and thrust coefficients 

for wing set two are shown below in Fig. 13a and Fig. 13b respectively- From this data, in 

wing set one, the lift data for configurations 1, 2, and 4 appear to be fairly linear with a 

few outliers. Only configuration 1 appears to consistently have a positive lift. This could 

be from its ability to 'feather' during the upstroke, reducing negative lift. The thrust data 

appears to be more linear, but also more negative. For the lift data from wing set two, 

configurations 2, 3, and 5 appear to be linear, with configurations 1, 2, and 3 being mostly 

positive. 

The final analysis performed was to analyze the runs using videogrammetry analysis. 

This analysis was performed using the PhotoModeler Video package contained within the 

photogrammetry software suite Photomodeler Pro. The goal of this analysis is to learn how 

the varying flexibility of the wings affects the aerodynamic forces measured. Fig. 14 below 

shows results from videogrammetry analysis of one period of a run of wing configuration 

1. Notice the large deflections seen in the wing as it reaches its reversal points. This large 

deflection presents a problem to videogrammetry analysis. If the deflections are too large. 

it isn't possible to keep the points nearest the corner in view of both cameras throughout 

the entire flapping cycle. This program also outputs a text file of the 3-D location of each 

point at each moment in time. Fig. 19 below shows the results of a MATLAB analysis of the 

results of this videogrammetry output. It shows a comparison of each of the 30 points with 
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each other in each of the three dimensions. It can be seen from looking at these figures that 

the wing doesn't deflect uniformly. 
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Figure 13.   Ci and CT V. / for gust/shear tunnel tests. 

B.     Wind Tunnel Tests 

From analyzing the results of the quiescent tests, the decision was made to test configurations 

1, 2, and 3 from wing set two in the wind tunnel. The tunnel was operated at a velocity of 5.2 

m/s. The test matrix is shown in Table 4 below. Planform views of the three configurations 

used can be seen in Fig. 16. Before testing in the wind tunnel, the motor attachment was 

rebuilt to prevent slipping under high loads. This allowed the target frequency to be reached 

more accurately than in the quiescent flow tests. The comparison can be seen in Fig. 17 

below. 

Fig. 18a shows the nondimensionalized lift versus the flapping frequency for the wind 

tunnel tests, and Fig. 18b shows the nondimensionalized thrust. These values were obtained 

by taking the time averaged force over 25 flapping cycles and nondimensionalizing using Eq. 4 

below. Inspection of these figures shows that the three wing sets are relatively similar at the 

lower flapping frequency. It can be inferred from this that flexibility effects are more prevalent 

at higher flapping frequencies. This can be seen by comparing Fig. ??a and Fig. ??b. From 
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(a) t=0 s. (b) t= 0.01 s. (c) t= 0.02 s. (d) t= 0.03 s 

(e) t= 0.04 s (f) t=0.05 s. (g) t= 0.06 s (h) t=0.07 s. 

Figure 14.   3-D plots from videogrammetry analysis. 

(a) X-direction. (b) Y-direction. (c) Z-direction. 

Figure 15.   Plots of individual fiducial markers v. time in each dimension. 

this it can be seen that at the higher flapping frequencies, the flapping frequency dominates. 

However, at lower flapping frequencies, several other frequencies appear in the data. From a 

look at the lift data, it appears that Configuration 2 is the superior design. This configuration 

consistently has a higher value of lift when compared with the other two configurations. 

When looking at the thrust data, it becomes apparent that a lower angle of attack might 

be needed to produce the necessary thrust for forward flight. This setup cannot produce 

sufficient thrust to overcome the drag inherent in the system. 

C,= 
_2L_ 

PV2S 
(4) 
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Table 4.   Test matrix. 

Run Num. Configuration Num. Flapping Frequency (Hz) 

1 1 19.23 

2 1 29.41 

3 1 34.48 

4 1 40.00 

5 1 45.45 

6 2 19.23 

7 2 29.41 

8 2 34.48 

9 2 40.00 

10 2 45.45 

11 3 19.23 

12 3 29.41 

13 3 34.48 

14 3 40.00 

15 3 45.45 

Configuration 
Number 

Plarrform View 

1 

2 

3 

Figure 16.   Planform view of wings used in wind tunnel tests. 

V.     Conclusions 

Ten different designs of flexible membrane flapping wings were tested in a quiescent flow 

situation at five different flapping frequencies. The results of these tests show that flexibility 

and frequency both have a large impact on the aerodynamic forces created by flapping wings. 

In a static situation both lift and thrust appear to decrease with increased flapping frequency. 

Only in the case of the stiffest of the wing configurations was a marked positive slope realized. 

Part II     Page 14 



50 
45 
40 
35 

5  30 

o. 25 
£ 20 

15 
10 

5 
0 

•   Config 1 

•   Config 2 

A.   Config 3 

— Baseline 

10 15 20 
—i— 

25 
—i— 

30 35 40 45 50 

Output f 

Figure 17.   Comparison of target and achieved frequencies in the wind tunnel. 

D MM 

D HI 

0004 

I 002 

• Config 2 
4Confcg3 

• 
• * 

^ * *• • 
** 

26 30 35 

1*4 

0- * 
A A • 

• " • • 
• Config 1 
• Config? 

«Con*j3 

•0 3 - 
-U J6 

1 0 IS M 75 n 35 JO 45              M 

(a) CL. (b) Cr. 

Figure 18.   Ct and CV v. / for gust/shear tunnel tests. 

Power Spectrum Power Spectrum 

90 peak «@71 1762 s 4000 - (leak y @44 2463 s 

B0 
3500 

peak > @44 2483 s 

70 
3X0 

B0 
2500 

i 
a  2000 

40 • 

1500 . 
JU 1 •peak y @115 138 s 

20 
1000 

10 • 1   11!   1 
500 

I 
n . 1.   i.l,   1. 0 • , L. ,   I  

20  40   60  80  100  120  140  160  180  200 
Frequency (Hz) 

20  40   60  80  100  120  140  160  180  200 
Frequency (hi) 

(a) 20 Hz. (h) 45 Hz. 

Figure 19.   Power spectrum for configuration 1. 
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The less flexible wings seem to be able to have positive lift by being able to avoid negative 

lift during the upstroke. 

Three of the ten wing designs were then tested in a wind tunnel at a velocity of 5.2 m/s. 

From this data two main conclusions can be drawn. The first is that Configuration 2 of 

wing set 2 is the most promising of the wing designs. The second is that the higher flapping 

frequencies provide better lift and thrust results in a more consistent manner than the lower 

frequencies. 
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Part III 

Gust/Shear Tunnel for NAVs 



I.    Goals 

The overarching goal of this portion of the effort is to leverage aspects of the low Re 

aerodynamics in the context of fluid-structure interactions, including gusts, to design devices 

for controllability in such environments. The current paper presents the development and 

testing of a wind tunnel designed to study M/NAV flow physics. The tunnel is designed to 

approximate flow fields encountered by M/NAV in urban and indoor environments, where 

gusts and shears can have large changes in magnitude at the vehicle scale. This is particularly 

important on M/NAVs with flexible or flapping wings.3 As a mission scenario, the tunnel 

was designed to replicate flow fields found in a typical building. Due to pressure differences, 

large velocity differences can exist across entrances into a building, as shown in Fig. la. As a 

baseline, entrances into OSU's Engineering North (EN) were used. Constant velocities up to 

4.5 m/s are possible and these trend higher upon opening and closing of the building doors. 

The velocity at the indoor causeway entrance between EN and ATRC are shown in Fig. lb. 

Velocities up to 3 m/s are encountered at the doorway itself decaying to 0 away from the 

door with gusts over 1 m/s and shears over 10 m/s/m. 
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(a) Gust encountered in building entrance scenario. (b) Sample data from building causeway- 

Figure 1.   Flow fields encountered at the M/NAV scale.. 

The M/NAV gust & shear wind tunnel (GST) has been developed using a bank of com- 

puter fans that is controlled in arrays allowing both gusts and shears to be generated in the 

test section. The current paper investigates the development and use of the GST for the 

study of flight dynamics and wing deformation on micro and nano air vehicles (MAV and 

NAV, respectively). Topics include the tunnel design, tunnel steady and unsteady flow char- 

acteristics, comparable MAV and XAV flight environments, and sample results from testing 

of both fixed and flexible wing M/NAVs. 
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II.     Background 

The qualitative aerodynamic characteristics of low Re flows are vastly different than those 

normally seen in typical aircraft applications.4 Mueller and DeLaurier provide an excellent, 

review of aerodynamic issues encountered at low speeds.5 Slight changes in the flow speed 

can have large effects on the flow over a given airfoil, most notably severe changes in L/D 

ratio. The wing shape can be specifically tailored for a certain Re, but designing for a larger 

range of Re will degrade performance for a specific wing velocity. Two classes of aircraft 

fly in the low to moderate Re range: Micro Aerial Vehicles (MAVs) and Unmanned Aerial 

Vehicles (UAVs or RPVs). In the former case, Re may range from 104 - 105 and lower if 

hovering/loitering vehicles are considered. In the latter case, Re typically increases from 105 

upwards to 106 and higher for the larger faster aircraft. Due to the nature of these vehicles, 

the technology described herein is well suited for MAV and UAV application inasmuch as 

the Re range of these vehicles fall into the current capabilities (Re/c < 4 • 103/m). 

Sub-scale air vehicles such as MAVs often have the disadvantage of lower lift capabilities 

due to reduced size but increased weight penalties due to a minimum size of control surfaces. 

The size limit of MAVs are typically given as less than 15 cm in maximum length.1'5 For 

a standard wing planform, this gives a span of b = 15 cm. If a moderate aspect ratio 

of 4 is assumed and the vehicle is to move at a relatively slow speed, say <10 m/s, an 

estimate for even high lift coefficients results in lift forces on the order of 0.5 N (0.1 lbs.) 

or less. This weight leaves little room for equipment, let alone the vehicle structure and 

powerplant itself. And if the vehicle were to encounter a gust in the same direction as flight, 

maneuvering becomes difficult requiring an advanced control system or inherent stability. 

Since working NAVs have yet to be realized in the field, issues such as safety, reliability, 

robustness, affordability, packaging and other operational factors need to be addressed as 

well. 

Mueller et al. addressed many issues encountered when measuring forces at low speeds, 

noting limitations of the facilities is the key concern.6 Mueller also developed a low force 

balance for measurements at low Re and showed that reliable and accurate measurements 

are possible.7 Many recent papers have examined the flow fields encountered by M/NAVs. 

and Ol et al. provide an excellent review of the current state-of-the-art.8 Notable is the 

interest in coupling force measurements (lift and drag) with quantitative observations of the 

both the wake and wing surface. The latter is particular important for flexible structures. 

Examples at this scale are shown in Fig. 2. 

There is a need to measure the impact of wind gust and shear on the performance of 

MAVs. Typical wind tunnels provide test data at very low turbulence levels and steady 

unidirectional profiles while most gust or shear tunnels are designed for the study of high 
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(a) Smoke wire flow visualization on fixed wing MAV.     (b) Raw PIV from flapping wing wake survey show- 
ing location of multiple wing tip vortices. 

Figure 2.   M/NAV flow fields. 

speed effects. However, the importance of gust and shear effects on vehicle performance 

increases as the vehicle size and speed decrease. In particular, gust time scales become 

increasingly important at small scales, since the gust velocities are on the order of the vehicle 

flight speeds. Thus, characterization of the test section gust response times are particularly 

important.Since gusts can be monotonically increasing, single perturbations, or oscillatory 

in nature, all of these types of gust should be measured and quantified. The turbulent scales 

of most relevance to the control of MAV flight is on the order of the wing chord and span.10 

Production of both transverse and longitudinal gusts is highly desirable. While shears are 

less important, they still play a role and will be examined as well. The importance of shear 

effects are illustrated in Fig. 3, where both shear gradients in various terrains and energy 

harvesting arise as issues needing characterization. In urban environments, the decisive1 

determinant of the vertical profile of the wind speed is the respective terrain roughness. 

, WIND VELOCITY 

s 10 

(a) Shear profiles in various terrain.9 

Figure 3.   Shear profiles. 

SURFACE 

(h) Dynamic soaring. 
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Most previous gust tunnel designs have been developed at large scales to properly scale 

aeroelastic effects on the aircraft and great care is usually taken to replicate the amplitude 

and frequency of a typical gust encounter. Multiple methods have been developed, including 

moving the aircraft itself in relation to the surrounding flow, oscillating test section walls or 

the inlet section, oscillating airfoil arrays upstream of the test section and jet flaps.11 13 Jet 

flaps have been found to be particularly effective due to the rapid response time allowing 

high frequency wave forms with different patterns.14 However, most of these lack the ability 

to generate shear flows with large velocity variations across the test section while at the same 

time generating gusts. They are also expensive to develop. 

In order to combat these issues, the gust and shear tunnel discussed herein (GST) was 

developed specifically for M/NAV research. The tunnel concept is based on ones developed 

by numerous educational groups due to its inexpensive design and large test section. Some 

examples are shown in Fig. 4 where tunnels of a similar design are seen at the Strategic Air 

Command Museum (though the exhibit was no longer in rotation at the time of this writing) 

and the University of Kentucky. In the current implementation, the array of computer fans 

is controlled in a series of banks instead of with a single input, allowing the fans to be 

independently controlled. 

" 
• 1 ; 

(a) SAC museum tunnel. (b) University of Kentucky tunnel. 

Figure 4.   GST progenitors. 

III.    Experimental Setup 

The M/NAV GST is designed from a bank of fans consisting of miniature surplus com- 

puter cooling fans. The fans used herein are Comair Rotron DC fans with a maximum input 

power of 6.2 W (0.52 A at 12V). Each fan is 80 mm square and the banks are arranged such 

that multiple rows (2 or 3) are controlled with a single voltage input. This schematic shown 

in Fig. 5a. While this has many disadvantages in terms of maximum velocity and response 
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time, the cost is very low. The current fans have 3 1/8 inch diameter blades with 42 CFM 

at nominal voltage, providing flow speeds sufficient for the study of vehicles at NAV and 

lower MAV flight speeds. The response times of these fans are limited, but the cost is low 

(99<T per fan). The current fan bank with a 11x10 array arrangement is shown in Fig. 5b. 

This results in a test section cross section of approximately lxl meter. A 1 inch deep flow 

straightener with 1/8 inch diameter cells is placed immediately downstream of the fans. No 

other flow conditioners are currently used. Four Kepco H.KW 12-27K programmable power 

supplies are used to control banks of 3, 2, 2, and 3 rows of fans. The power supplies output a 

a DC voltage of 12V with a 5V input, or 14V at 6V, and have a 1 ms response time. The fan 

bank power supply input voltages are controlled by a NI USB-6265 data acquisition unit and 

a LabVIEW program shown in Fig. 6. The tunnel has a maximum velocity of 5 m/s with 

a sensitivity of 0.42 m/s/V with no flow straightener and slightly less when the straightener 

is present. The tunnel calibration with the fan input signal is shown in Fig. 7a. 
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(a) Fan bank schematic. (b) Fan bank. 

Figure 5.   GST fan bank. 

Figure 6.   GST control panel. 

Hot-wire measurements are made using a single component Auspex 5 micron diameter 
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hot-wire connected to a Dantec MiniCTA. Data was sampled using the NI DAQ system 

discussed above at 10 kHz. The hot-wire calibration and comparison with two separate 

turbometers is shown in Fig. 7c. 
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Figure 7.   Experimental arrangements. 

For PIV measurements, the flow is seeded with smoke particles on the order of 1 micron in 

diameter. A 2-D light sheet is projected in the vertical plane using a Big Sky Nd:YAG laser.A 

Quantum Composer 9518+ pulse generator is used to time the lasers in synchronization with 

a Redlake Megaplus CCD camera. The vertical field of view is approximately 10 cm with a 

resolution of 100 pixels/cm. Epix frame grabbing hardware and software is used to acquire 

binary image pairs. For each run, 196 image pairs were captured at a rate of approximately 

15 Hz and these images were processed using the algorithm described below. The velocity 

and vorticity fields obtained in post-processing were then averaged over the data set. The 

PIV algorithm utilizes the wall adaptive Lagrangian particle-tracking algorithm (WaLPT) 

developed by Sholl and Sava§.15 This algorithm treats the seeding as fluid particles and 

determines their translations and deformations. Fluid parcels registered by CCD pixels are 

advected with individually estimated velocities and total accelerations. A standard DP1V 

algorithm is employed to determine the initial velocity field, and the routines in WaLPT allow 

for highly accurate measurement of the velocities near surfaces by mirroring the flow about 

the wall using an image parity exchange routine.16 Velocity and vorticity are calculated as 

part of the PIV algorithm and scaled accordingly; vorticity is determined spectrally and does 

not suffer from typical numerical differentiation problems. 

A KineOptics Wind Tunnel Balance (WTB) 2.0 is used to measure lift and drag. This 

balance equips two Sensotec Model 11 250 gram load cells. The ends of each of the directional 

units has a flexure which is designed to transfer the loads to the load cells and special 

magnetic rods are attached to the flexures at one end and the load cells at the other.   If 
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too much force is applied, the rods are designed to separate from the load cell to prevent, 

an overload on the cell. Fig. 8a shows a model mounted on the balance system. The signal 

from the load cells was then run through a difference amplifier and the ouput to LabVlEW 

and recorded at a sampling rate of at least 5000 Hz. Data analysis was handled primarily 

in MATLAB and Excel. For flapping and flexible wing observations, two MotionPro X high 

speed cameras are available with frame rates up to 1000 Hz and a resolution of 1280x1024. 

The cameras are synched to the balance via a trigger signal sent by Lab VIEW. These can 

also be used to track positions of models in free flight (Fig. 8b). 

I     UHW 

(a) Model on lift and drag balance. (b) Model in free flight. 

Figure 8.   Models in GST. 

IV.    Results 

The impact of the flow straightener on the tunnel flow is shown in Fig. 9. Fig. 9a shows 

the contour with no straightener, which results in a region of faster flow near the bottom 

of the tunnel with a large shear region near the top of the tunnel. The addition of the 

straightener as shown in Fig. 9b provides a more uniform flow but shifts the boundary 

region to the bottom of the tunnel. Thus, the addition of the straightener provides some 

improvement, but can be disregarded in many cases if necessary. 

Characterization of the tunnel results are shown starting in Fig. 10. Each plot shows the 

fan bank input signal with the tunnel response using the hot-wire mounted in the tunnel 

center. Ramp response is shown in Fig. 10a where an input rate of 2 V/s ramps the input 

signal from 0 to 6 V in 3 seconds. This rate provides the maximum tunnel response time 

from quiescent flow to maximum velocity and shows the effect of various transient inputs 

on the tunnel test section velocity. Fig. 10b shows the comparable decay when the tunnel 

is running at maximum velocity and input is turned off.  Note that the DC motors do not 
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(a) Without straightener. (b) With straightener. 

Figure 9.   Effect of flow straightener. 

brake hence do not respond rapidly in the negative direction. It takes approximately 14 s 

for the tunnel to decay to a quiescent level. Fig. 11 shows sample time responses of the 

tunnel to a gust input. Starting at a 3V input signal, an input pulse up to the maximum of 

6V is applied for a set period then returning to 3V. Figs. 10 and 11 have incorrect formulas 

yielding slightly higher velocity values. However, compared with recent test data they also 

are higher because of no flow straightner in those tests. 
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Figure 10.   Ramp and decay response. 

Figs. 12 through 15 show the tunnel response to various sharp edged gust inputs. Fig. 12a 

shows the tunnel response to a gust starting at 0 input and with a maximum 6V input peak 

applied for 0.5 s (0-6-0). Note that the maximum tunnel velocity is not reached and the 

decay time is longer than the time domain shown. Likewise, Fig. 12b repeats this run but 

for a 1 s duration gust. A peak velocity of 2.5 m/s is reach just after the gust is tuned 

off.  Fig. 12c and 12d repeat this for 2 and 4 s, respectively.  Fig. 12c shows that the peak 
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Figure 11.   Sample time response. 

velocity is reached just prior to removal of the gust input. Fig. 13 repeats this procedure but 

for a gust with 3-6-3 top-hat profile. Similar results are achieved. Fig. 14 and 15 examine 

negative longitudinal gusts with the same gust duration with amplitudes of 6-0-6 and 6-3-6, 

respectively. In the 6-0-6 case, the gust velocity is not reached in any of the cases, due to 

the long decay time, but the 6-3-6 reaches the desired gust velocity after approximately 1.5 

s as seen in Fig. 15c. 

Figs. 16 through 19 show the tunnel response to various ramp gust inputs. Ramp times 

range from .38 s to 3 s and are repeated for the 0-6-0, 3-6-3, 6-0-6, and 6-3-6 input amplitudes. 

Note that in all cases, the gust amplitude is reached between 1.5 and 3 s except in the 6-0-6 

case (Fig. 18d). 

Fig. 20 shows results for coupled fan banks for generating shear profiles while Fig. 21 

shows shear profiles for 10 different input cases. Measurements were made using a turbometer 

fixed in the tunnel center and moved vertically. In Fig. 20, the banks are either on (5V 

input) or off (0V input). Banks are either driven independently (Fig. 20a). in pairs of 

two (Fig. 20b), in isolated pairs (Fig. 20c), or in triplets (Fig. 20d).   It can be observed 
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that a wide range of distinct shear flows are possible. Note that in some eases, the flow is 

reversed at the test location. Allowing the banks to vary continuously from 0-5V increases 

the range substantially. Some of these possible shears are shown in Fig. 21, where banks are 

allowed to have constant input values from anywhere between 0 and 6V. The most linear 

shear (Fig. 21c) is acheived by using non-linear fan input values of 5-6-4-3. All other shears 

exhibit non-monotonic behavior and are characterized by a distinct peak away from the 

tunnel wall. In all cases, the maximum shear achieved is approximately 25 m/s/in. 

Complex flow fields can be generated by independently controlling the fan banks with 

different frequencies. Frequency input can be determined via Fourier transform and the 

resulting sinusoidal input signals fed into the fan banks. Two samples are shown in Fig. 22, 

one with a higher frequency than the other. While the lower frequency results in a higher 

mean velocity, it also generates larger scale (temporal and spatial) gusts. Thus, given enough 

banks, arbitrary flow fields can be generated from user data. 

PIV results are shown in Figs. 23 and 24. In Fig. 23, the background velocity for a 10 

cm x 10 cm area is shown for a 5V input (approximately 4 m/s). An instantaneous velocity 

fields is shown in Fig. 23a and the average velocity field is shown in Fig. 23b. RMS velocity 

and velocity magnitude are shown in Fig. 23c and Fig. 23d, respectively. The typical velocity 

fluctuations are on the order of 20 cm/s or approximately 5% of the mean flow. Results for a 

toy MAV are shown in Fig. 24. The vehicle is a remote control biplane model with a span of 21 

cm and MAC of approximately 5.5 cm and a pusher propeller with a diameter of 6.5 cm. The 

total vehicle mass is 6.40 g. The vehicle is mounted at an angle of attack of approximately 

10°. The plots show the instantaneous and average velocity fields, respectively, of the wake 

vortex 26 cm behind the starboard wing. In Fig. 24a, both of the vortex from the upper and 

lower wing are clearly visible. The merger is unsteady and on average a single vortex is seen 

(Fig. 24b). The tip vortex from the tail is clearly seen in the lower left corner of the plot. 

In both cases, note the wake vortex dominates over the background flow. Fig. 25 shows lift 

and drag data from the same model using the tunnel balance with first a ram]) flow (0 to 3 

s) and then two 1 s gusts separated by 7 s. Velocity is measured using hot-wire. Lift tracks 

the gusts while the drag, while reactive, is not as responsive to the gust input. 

V.     Summary 

A simple gust/shear tunnel was constructed of multiple independently controlled fan 

banks and examined for use in testing M/NAVs. Tunnel characteristics are presented for 

both gust and shear flows and sample data for typical MAVs is presented. While the indi- 

vidual gust responses are low, these can be supplemented by combing multiple frequencies 

to produce high frequency flow fields with small spatial scales.  Some of the advantages of 

Part III     Page 10 



the tunnel include 

• Low cost 

• Simple construction 

• Reconfigurable design 

• Arbitrary wave form 

• Multiple phases between banks 

• Uniform flow capability 

However, in the current incarnation, there are numerous disadvantages. These include 

• Fan frequency response < 0(1 Hz) 

• High turbulence 0(1-5%) 

• Smallest spatial scale limited to fan size for uniform gusts 

Improvements to the design include the use of more fan banks. This requires more indepen- 

dent power supplies and output channels, but is conceptually possible down to individual 

fans. Faster response fans such as servo motor driven fans would improve the gust, response 

time, but would also increase the tunnel cost. However, this would result in more realistic 

flow fields. In the future, we will also be investigating the impact of turbulence damping 

screens on the flow field. 
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Figure 12.   Variable gust for 0,6,0 V input. 
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Figure 18.   Variable ramps for 6,0,6 V input. 
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Figure 19.   Variable ramps for 6,3,6 V input. 
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Figure 21.   Shear profile simulation. 
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(a) Variable frequency input, high frequency. (b) Variable frequency input, low frequency. 

Figure 22.   Variable frequency input and generation of complex flow fields. 
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Figure 23.   Background field. 
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Figure 24.    Tip vortex of MAV biplane. 
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Figure 25.   Lift and drag data of MAV model. 
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